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Abstract

We study mechanism design for public-good provision under a noisy privacy-preserving

transformation of individual agents’ reported preferences. The setting is a standard

binary model with transfers and quasi-linear utility. Agents report their preferences for

the public good, which are randomly “flipped,” so that any individual report may be

explained away as the outcome of noise. We study the tradeoffs between preserving the

public decisions made in the presence of noise (noise sensitivity), pursuing efficiency,

and mitigating the effect of noise on revenue.
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1 Introduction

The field of mechanism design considers agents who hold private information about their
preferences. Agents are asked to surrender this information when properly incentivized; but,
traditionally, mechanism design ignores any potential privacy concerns that may add to
agents’ reluctance to reveal their true preferences.

Privacy concerns may arise because agents have an intrinsic “non-instrumental” aversion
to revealing their preferences, or because agents worry that such information can be used
against them in future interactions. This may occur in the provision of both private and
public goods. With private goods, an agent who surrenders their willingness to pay for a
good to a seller will lose surplus in future interactions with this seller.

In public-goods settings, revealing willingness-to-pay today may imply higher future taxes
for related public goods tomorrow. For example, revealing a high value for a playground
today may reveal a high value for a public library in the future. Agents may also have
non-instrumental preferences for privacy: public-health-related projects often involve sensitive
information about agents’ likelihood of being susceptible to disease (think, for example, of a
cancer screening program). In such cases, we want to know when we can preserve individuals’
privacy while minimally compromising the optimality of a public choice rule.

Our paper studies a specific mechanism design problem: a planner faces a standard binary
public-good provision problem with quasilinear utility and monetary transfers. Our planner
cares about individuals’ preferences for the public good, and about the revenue she can
collect from its provision (alternatively, the extent to which she needs to subsidize the public
good). In our version of the problem, privacy concerns are important, and dealt with using
an embedded privacy-preserving operation.

Individuals report their types to a trusted intermediary, who passes on their reports to
the planner after adding random noise. In the absence of an intermediary, the noise could be
added in place through a randomization device, before reports are received by the planner.
The planner’s mechanism takes as inputs the agents’ perturbed reports – so it can only
access the agents’ reported types after they have been subject to a privacy-preserving random
transformation. The idea follows the literature on differential privacy Dwork et al. (2006),
(Dwork et al., 2006; Dwork, 2008; Dwork and Roth, 2014), by which individual’s privacy is
preserved through the addition of random noise.

In our paper, agents’ types are binary and encode how much utility they receive from the
public good: high or low. Types take the value `1 or ´1. The provision outcome is also
binary, i.e, t0, 1u-valued. Binary decisions are common in public goods environments because
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public goods are often about implementing a large indivisible project (a library, a bridge, a
waste disposal facility, etc.). We focus on this binary setting, because the basic tradeoffs are
captured by a yes/no decision. Therefore our model gets at the heart of the matter, while
remaining tractable.

The random noise is then simply a “flip,” which occurs with probability δ P p0, 1{2q. If an
agent reports a type xi P t´1,`1u, then the mechanism receives xi with probability 1 ´ δ,
and a “flipped” report ´xi with probability δ. As a consequence, an agent can always explain
away any evidence about their type as the outcome of a random flip. Their explanation is
more credible the larger the value of δ. Noise is then desirable because larger values of δ offer
a better protection of privacy.

The problem with adding noise to the agents’ reports—one might say the flip side—is, of
course, that the quality of the planner’s decision suffers. So we consider the probability that
the planner’s decision is affected by the noise we have added for reasons of privacy. A key
concept is noise sensitivity: the probability that the planner’s decision differs from what it
would have been, given the true and noise-free reports. In addition to standard considerations
in mechanism design (such as efficiency and revenue), our paper evaluates mechanisms on
the basis of their noise sensitivity.

Noise affects transfers, as well as the public-good provision decision. In consequence, the
planner’s expected revenue suffers. Standard ideas in mechanism design mean that an agent
with a low value for the public good (a ´1 type) pays less than an agent with a high value (a
`1 type). With noise, it is possible that a low type has their truthful report flipped, and is
thus subject to the higher payment designed for high types. This, in turn, affects the whole
problem by means of the low types’ participation constraints. The end result is lower revenue
for the planner as a whole. In sum, as the level of noise δ increases, revenue and social surplus
decrease. There is thus a tradeoff between the privacy protection afforded by noise, and the
effectiveness of a given social choice function in terms of traditional economic objectives.

Our main result concerns choosing a mechanism to minimize noise sensitivity, given a
target level of revenue and a fixed level of privacy-preserving noise. The resulting optimization
problem is not convex, which presents a challenge, but we are able to characterize the optimal
mechanism asymptotically. Optimal mechanisms take the form of linear threshold functions
(basically implementing the public good once the number of “votes” in favor, or high types,
exceeds those against by a certain margin). We also characterize the mechanisms that
optimize social surplus, subject to a target level of revenue.

A key tradeoff in our paper involves noise sensitivity and revenue. A planner can make the
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mechanism more robust to noise (improve its noise sensitivity) at the cost of lower revenue.
In sum, our paper describes a planner who balances several different objectives: privacy,
efficiency, robustness and revenue.1 The different tradeoffs involved are characterized through
the theory developed in the paper.

Our model has two other interpretations, in addition to the emphasis on privacy that we
have focused on so far. First, agents may be unable to perfectly communicate their preferences
to the mechanism. Miscommunication has been documented experimentally (see Budish and
Kessler, 2022), and pushed as an agenda by, for example, McFadden (2009). Second, agents
may have imperfect information about their own preferences. Their reports are therefore
only noisy versions of their underlying values for the public good. Imperfect knowledge of
preferences has been considered a key motivation for studying information acquisition in
mechanism design. Two recent examples are Gleyze and Pernoud (2022) and Thereze (2022).
To summarize, the one formal framework that we introduce and study provides insights about
three important environments.

1.1 Organization of Results

In Section 2, we explain our model of noisy preference reporting. The central element of the
model is that individual agents’ reported messages undergo a noisy transformation before
being received by the planner. Subsequently, we define what it means for a social choice
function (henceforth, SCF) to be Bayes-Nash or dominant strategy incentive compatible
(Lemma 1). Then we examine the individual rationality of public-good mechanisms, and offer
a version of the revenue equivalence theorem for any implementable SCF (Proposition 2).

We define the notion of noise sensitivity of SCFs in Section 3; and present the prelim-
inaries of the Fourier analysis of Boolean functions: a tool that proves very useful for our
subsequent results. We then show that the expected revenue and expected social surplus of
any implementable SCF can be expressed in terms of the zero and first degree Fourier weights.
Hence follows their comparative statics with respect to the noise level δ (Proposition 3).

In public good settings, one may envision three main objectives: revenue, social surplus,
and noise robustness. Section 4 studies the tradeoffs between these variables. Specifically,
we introduce the optimization problem underlying the tradeoff between noise sensitivity (or
oppositely, noise robustness) and revenue in Section 4.1, and the optimization problem behind
the tradeoff between social surplus and revenue in Section 4.4.

1We use the revenue terminology throughout the paper, but one may of course think of the objective as
minimizing the amount of subsidy needed for the public goods project.
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As an example, to highlights the tension between noise robustness and revenue, in
Section 4.2 we describe asymptotic closed-form expressions for the revenue and noise sensitivity
of the simple majority function, i.e., fpxq “ 1 t

řn
i“1 xi ě 0u, as n Ñ 8. We then argue

that this allocation rule asymptotically achieves the maximum revenue — in the space of all
implementable SCFs.

Next, in Section 4.3, we provide an asymptotic solution to the optimization problem
of Section 4.1. The main result of the paper (Theorem 1) states that in the space of all
implementable SCFs, the linear threshold functions (henceforth, LTFs) asymptotically achieve
the minimum noise sensitivity subject to a certain revenue (budget) constraint. We offer two
LTFs, with symmetric thresholds around 0, that are asymptotically optimal. Particularly,
they are both (dominant strategy) implementable, satisfy the revenue constraint, and their
noise sensitivity is op1q away from the constrained minimum.

The corresponding optimization problem (minimizing noise sensitivity given a revenue
constraint) is not convex, hence the standard extreme point theory cannot be applied for the
characterization of minima. The characterization we obtain holds in an asymptotic sense.
Our proof relies on a Gaussian isoperimetric inequality first established by Borell (1985).
This inequality shows that among all subsets with a certain Gaussian volume, a half-space
has the smallest noise sensitivity. We use a variant of this inequality that is proved by Mossel
et al. (2010) and carries the claim to the n-dimensional discrete hypercube, i.e., t´1,`1un,
equipped with the uniform measure.

An important consequence of our theorem is to describe the tradeoff between revenue
and noise robustness. Essentially, the more revenue the planner is willing to give up, the
more robustness against noise can be attained. In fact, this is optimally achieved (among all
variations that one can make in the SCF) by lowering the provision threshold in the class of
LTFs. In addition, we will see in higher noise levels, where the mechanism better protects
the privacy of individuals, the tradeoff between the revenue and noise robustness is sharper,
that is one can obtain a certain level of robustness by giving up smaller revenue.

In Section 4.4, we characterize the allocation rule, that achieves the maximum expected
social surplus, subject to a revenue (budget) constraint, and the implementability condition.
Proposition 4 offers the unique optimal solution for this optimization problem, which is a
LTF with a negative provision threshold, and coincides with one of the two LTFs that were
shown to be asymptotically optimal in Theorem 1. It follows that, for a fixed level of revenue,
increasing noise (and thus improving the privacy protection guarantee) raises the provision
threshold in the optimal LTF, and thus lowers social surplus.
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Lastly, in Section 5, we study a setting in which the communication between agents
and the planner is perfect (i.e., noise-free), but agents have incomplete knowledge about
their underlying type. Hence, noise is used to model the imperfect knowledge of agents
about their true type. The results and tools developed in previous sections are directly
applicable to this environment as well. In particular, we recast our former results on incentive
compatibility, individual rationality, revenue equivalence, constrained surplus efficiency and
finally constrained minimization of noise sensitivity in this new setting. Importantly, we
argue the same two LTFs that were shown to be asymptotically optimal in Theorem 1, are
still asymptotically optimal for the minimization of the noise sensitivity given the revenue
and implementability constraints in this environment. We therefore draw conclusions on
how improving agents’ knowledge of their own preferences affect the revenue, surplus and
robustness of public-good mechanisms.

1.2 Related Literature

We are not the first to study mechanism design together with a device for ensuring privacy.
There is a literature on mechanism design and differential privacy. The first paper is McSherry
and Talwar (2007), who shows that differential privacy can be a useful tool in obtaining
incentive compatibility. By dampening the effect that any individual report has on the
mechanism’s decision, differential privacy can help ensure truthful behavior among agents.
Nissim et al. (2012) develop these ideas in a construction that achieves approximately optimal
virtual implementation. Their focus is therefore closer to the problem of full implementation,
and not the standard mechanism design problem. Huang and Kannan (2012) proposes
mechanisms that are both incentive compatible and differentially private, but does not
incorporate the analysis of the tradeoffs that are the focus of our paper. The works of
Nissim et al. (2012), Xiao (2013), and Chen et al. (2016) all consider preferences over privacy
explicitly in their mechanism design analysis. This is of course an important direction, but
not the one we pursue here. Nissim and Xiao (2015) provides an overview of the literature
on mechanism design and differential privacy.

Our paper is also related to recent works on monopolistic screening with privacy concerns
(Eilat et al., 2021; Krähmer and Strausz, 2023). In the first paper, the privacy loss — measured
by the Kullback-Leibler divergence between planner’s prior and posterior belief about the
buyer’s type — is set as a constraint for the screening problem. Specifically, in this work
the privacy is protected by selecting the message space as the partitions of the original type
space (i.e., coarsening the type set). Hence, the message sent by the agent does not fully
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resolve the underlying type, thus protecting his privacy. In our binary setting, noisy flips is
more natural than a partition of the type space, which is too blunt when there are only two
types. The second paper reflects privacy concerns in the buyer’s preference, much like the
literature we discussed above. Neither of the papers address the tradeoffs that we focus on,
or the issues regarding robustness.

The idea of adding noise as a means for privacy protection is very common in other areas as
well (e.g., see Geng and Viswanath, 2015; He et al., 2018, for applications in communication
and information theory). In political science Warner (1965) introduced the randomized
response method as a survey technique, that asks respondents to use in-place randomization
device to conceal their sensitive answers from the interviewer — Blair et al. (2015) summarizes
the use of this method in this area. Since other methods of privacy protection (such as clean
rooms and de-identification) have been shown to fail, differential privacy through the addition
of calibrated noise gained traction in political science. In a sequence of studies by Evans et al.
(2019), Evans et al. (2022) and Evans and King (2023) this method is shown to help social
scientist to study the vast amount of user data owned by governments and companies while
maintaining privacy issues. For example, the last US Census issued by the government is
being released with noise.2 Companies also use open source softwares that allow researchers
to test their algorithms while concealing the private data of their users through the addition
of statistical noise.3

Our model of public good provision with privacy-protection concerns is also formally
equivalent to a setting in which agents cannot perfectly report their preferences to the planner.
In that sense our paper is a theoretical contribution to a mostly empirical literature that
documents preference misrepresentation in incentive compatible environments because of
variety of reasons such as cognitive limitations or simply lack of perfect communication
between participants and the planner. In his tribute to Hurwicz and Laffont, McFadden
(2009) states that “in reality, mistakes that agents make in processing and drawing inferences
from communications and information, and in exercising control and responding to incentives,
can undermine the ideal efficiency of mechanisms, making it important to consider the
robustness of mechanisms involving human agents.”

A growing body of literature in applied mechanism design documents preference misrepre-
sentation. For example, Hassidim et al. (2017) and Hassidim et al. (2021) show that students
misreport their funding preference when applying to graduate programs, despite the fact that
the underlying matching mechanism is strategy-proof (in this case it is Deferred-Acceptance).

2See https://www2.census.gov/about/policies/2019-11-paper-differential-privacy.pdf.
3See https://news.microsoft.com/on-the-issues/2020/08/27/statistical-noise-data-differential-privacy.
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In the context of residency matching mechanisms Rees-Jones (2018) and Rees-Jones and
Skowronek (2018) present evidences that some students make futile attempts misrepresenting
their preference ranking. In an experiment Budish and Kessler (2022) show that students fail
to report their preferences accurately enough in a course scheduling mechanism.

2 A Model of Noisy Preference Reporting

We consider the problem of providing a public good in an economy with n agents and
quasilinear preferences. The decision is binary: a public good is either provided or not.
Agents’ types, which are denoted by xi P t´1,`1u, encode their value for the public good.
An individual with a low (resp. high) type has low (resp. high) preference for the public good.
Ideally, a decision on whether to provide the public good is based on the agents’ realized
types, but these are private information. We have access to monetary transfers that may be
used to incentivize agents in reporting their types.

We focus on direct-revelation mechanisms. A (direct revelation) public-good mechanism
consists of an allocation rule f : t´1,`1un Ñ t0, 1u, and n transfer rules, denoted by
ti : t´1,`1un Ñ R for all i P rns. The allocation rule f takes in the t´1,`1u messages sent
by the individuals, and returns the provision decision, where an output of 1 means the public
good is being provided, and a 0 output means otherwise. Often in the paper we call an
allocation rule a social choice function.

A profile of types px1, . . . , xnq is drawn i.i.d. from the uniform distribution on t´1,`1u.4

Individuals have quasilinear preferences over the final allocation and the transfer. Specifically,
the utility of individual i, with type xi, from pf, tiq P t0, 1u ˆ R is

uipf, ti;xiq “

ˆ

b ` xi

2

˙

f ´ ti . (2.1)

The parameter b P r0, 1s captures a possible preference bias in favor of the public good. For
example, when b “ 1, the efficient outcome is to always provide the public good, and when
b “ 0, the preferences for public good are symmetric around zero, and the efficient outcome
coincides with the simple majority rule. The negative sign before ti means that the transfers
are from the individuals to the planner.

A key innovation in our paper is noisy preference reports. We assume that there is a
privacy-preserving device that deliberately adds noise to individuals’ reports about their

4The measure does not need to be uniform. In fact, it is possible to change the type domain to any other
bi-valued set with un-even probability ––– that just requires some scaling and normalization. We chose this
convention because it is standard in the Boolean function literature.
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preferences. This device could work in place, meaning that noise is added at the individual
level, or it could be through a trusted intermediary that collects everyones’ messages and add
noise to them. In the first case, the planner knows the identity of every individual who sent
the noisy message, but the true type is not perfectly recoverable from that message. In the
second case, the presence of a trusted intermediary protects the identity of message senders,
but aggregate reports sent by the intermediary to the planner reveal information about the
overall preference for the public good in the population. Adding noise in this case simply
makes the planner’s statistical inference harder, and thus confers societal privacy. In both
cases, any leaked information about an individual’s preference can be explained away as the
outcome of random noise.

Specifically, we assume the message mi P t´1,`1u sent by individual i is going to flip
to ´mi with probability δ P p0, 1{2q. We assume these flips are independent across all
individuals, and refer to δ as the noise probability. Agents can explain away any information
about their type as the result of these random flips. Such explanations are more credible
the larger the value of δ. Noise in our model is simply a basic implementation of differential
privacy (Dwork et al., 2006; Dwork and Roth, 2014). When δ is close to 1{2, then any
individual agent’s report is approximately uniformly distributed on t´1,`1u, regardless of
their actual report.5 Also in our setting, it does not matter whether noise is added at the
individual level or to the aggregate preference for the public good, as one may simply check
that the latter version can be constructed by adding i.i.d. to the individual reports.

An alternative explanation for noisy preference reports is that communication from the
agents to the social planner can be lossy and imperfect. Hence, random flips capture imperfect
communication between the agents and the planner. If the privacy interpretation of our
model makes sense when δ is large, the lossy communication interpretation makes most sense
when δ is small.

2.1 Incentive Compatibility

Suppose individual i reports message mi to the planner. Denote the received message (that
is subject to noise) by yipmiq, so that yipmiq “ mi with probability 1 ´ δ, and yipmiq “ ´mi

with probability δ. Also, let us denote the vector of reported types by m “ pm1, . . . ,mnq,
and the vector of true types by x “ px1, . . . , xnq. A public-good mechanism pf, t1, . . . , tnq

5A basic inspiration for differential privacy is the model of “randomized response” used in survey studies
in the social sciences, see Chapter 2 in Dwork and Roth (2014), which is our model with δ “ 1{4. In the
language of differential privacy, our model is ε-differentially private with δ ě p1 ` eεq´1.
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is Bayes-Nash incentive compatible (often abbreviated by BN-IC), if for every i P rns and
xi P t´1,`1u one has

ˆ

b ` xi

2

˙

E
“

f
`

yipxiq, y´ipx´iq
˘ˇ

ˇxi

‰

´ E
“

ti
`

yipxiq, y´ipx´iq
˘ˇ

ˇxi

‰

ě

ˆ

b ` xi

2

˙

E
“

f
`

yip´xiq, y´ipx´iq
˘
ˇ

ˇxi

‰

´ E
“

ti
`

yip´xiq, y´ipx´iq
˘
ˇ

ˇxi

‰

,

(2.2)

where the expectations are taken w.r.t. x´i and their flips, namely y´ipx´iq, as well as the
noise in yipxiq. To reduce clutter, we use yj instead of yjpxjq, and similarly, y´j instead
of y´jpx´jq. Also, as a shorthand, for every integrable function g : t´1,`1un Ñ R, define
ḡipxiq :“ E

“

gpxi, x´iq
ˇ

ˇxi

‰

.
Additionally, the public-good mechanism is dominant strategy incentive compatible (ab-

breviated by DS-IC) if for every i P rns and every y´i P t´1,`1un´1 it holds that
ˆ

b ` xi

2

˙

E
“

f
`

yipxiq, y´i

˘
ˇ

ˇxi, y´i

‰

´ E
“

ti
`

yipxiq, y´i

˘
ˇ

ˇxi, y´i

‰

ě

ˆ

b ` xi

2

˙

E
“

f
`

yip´xiq, y´i

˘
ˇ

ˇxi, y´i

‰

´ E
“

ti
`

yip´xiq, y´i

˘
ˇ

ˇxi, y´i

‰

.

(2.3)

Note the difference between the criteria for BN-IC in equation (2.2), and DS-IC in equa-
tion (2.3). In the BN-IC inequality, the expectation is also taken w.r.t. other agents’ types,
namely over y´i, whereas in the DS-IC condition, y´i is a fixed vector, and the expectation is
only w.r.t. to the noisy flip turning xi to yipxiq.

In the following lemma, we characterize the space of all BN-IC and DS-IC direct mecha-
nisms.

Lemma 1. A mechanism consisting of the allocation rule f and the transfer functions
t “ pt1, . . . , tnq is Bayes-Nash incentive compatible if and only if for every i P rns,

ˆ

b ` 1

2

˙

`

f̄ip`1q ´ f̄ip´1q
˘

ě t̄ip`1q ´ t̄ip´1q ě

ˆ

b ´ 1

2

˙

`

f̄ip`1q ´ f̄ip´1q
˘

. (2.4)

It is further dominant strategy incentive compatible if and only if for every i P rns and every
vector y´i P t´1,`1un´1, it holds that

ˆ

b ` 1

2

˙

`

fp`1, y´iq ´ fp´1, y´iq
˘

ě tip`1, y´iq ´ tip´1, y´iq

ě

ˆ

b ´ 1

2

˙

`

fp`1, y´iq ´ fp´1, y´iq
˘

.

(2.5)

A corollary of the previous lemma is that the SCF f is implementable in the Bayes-Nash
sense if and only if f̄ip`1q ´ f̄ip´1q ě 0 for all i P rns. We call this property the marginal
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monotonicity of the allocation rule f . The concept of marginal monotonicity simply means
on expectation the value of a function increases when the i-th input changes from ´1 to
`1. Furthermore, dominant strategy implementation (in the current Boolean setting) is
equivalent to the monotonicity of the allocation rule f . That is holding other coordinates
constant, the outcome should not fall when the i-th input changes from ´1 to `1.

Another important implication of the previous lemma is that the incentive compatibility
of a mechanism does not depend on the noise level δ. In other words, a mechanism is BN-IC
(resp. DS-IC) in the noisy environment if and only if it is BN-IC (resp. DS-IC) in the
noise-free setting.

2.2 Individual Rationality and Expected Revenue

Suppose that, by refusing to participate in the mechanism, any individual can guarantee
themselves a utility of zero. The mechanism design problem then needs to incorporate interim
individual rationality (often referred to by IIR) constraints:

ˆ

b ` xi

2

˙

E
“

f
`

yipxiq, y´ipx´iq
˘
ˇ

ˇxi

‰

´ E
“

ti
`

yipxiq, y´ipx´iq
˘
ˇ

ˇxi

‰

ě 0 .

Employing a similar approach to the one used for the BN-IC constraints, that is taking the
expectation w.r.t. the others’ types and noisy flips, one can verify that the above equation
reduces to

ˆ

b ` 1

2

˙

`

p1 ´ δqf̄ip`1q ` δf̄ip´1q
˘

ě p1 ´ δqt̄ip`1q ` δt̄ip´1q , (2.6a)
ˆ

b ´ 1

2

˙

`

δf̄ip`1q ` p1 ´ δqf̄ip´1q
˘

ě δt̄ip`1q ` p1 ´ δqt̄ip´1q . (2.6b)

The first (resp. second) equation above expresses the IIR condition for the high (resp. low)
type.

We call a mechanism ex post individually rational (referred to by EIR) if for every
xi P t´1,`1u and y´i P t´1,`1un´1 it holds that

ˆ

b ` xi

2

˙

E
“

f
`

yipxiq, y´i

˘
ˇ

ˇxi, y´i

‰

´ E
“

ti
`

yipxiq, y´i

˘
ˇ

ˇxi, y´i

‰

ě 0 .

Taking the expectation w.r.t. the noisy flip that turns xi to yipxiq leads to
ˆ

b ` 1

2

˙

`

p1 ´ δqfp`1, y´iq ` δfip´1, y´iq
˘

ě p1 ´ δqtip`1, y´iq ` δtip´1, y´iq , (2.7a)
ˆ

b ´ 1

2

˙

`

δfp`1, y´iq ` p1 ´ δqfp´1, y´iq
˘

ě δtip`1, y´iq ` p1 ´ δqtip´1, y´iq . (2.7b)

12



The first (resp. second) inequality above expresses the EIR condition for the high (resp. low)
type, and they both have to hold for every y´i P t´1,`1un´1.

Clearly, an EIR (resp. DS-IC) mechanism is always IIR (resp. BN-IC). Thus, we
choose to define two notions of implementability for a mechanism pf, tq: (i) it is Bayes-Nash
implementable if it is BN-IC and IIR; (ii) it is dominant strategy implementable if it is
DS-IC and EIR. Hence, a mechanism is Bayes-Nash implementable if it is dominant strategy
implementable.

Viewing equations (2.6) and (2.7), one notices that the individual rationality constraints
are in fact affected by the noise level δ. Since the mechanism can only rely on the noisy
reports as the inputs, namely the yi’s, there is always a chance that the message sent by a
low type individual flips, and she will end up paying the higher transfer t̄ip`1q instead of
t̄ip´1q (in the BN sense). Therefore, she needs to be compensated for this unexpected flip in
order to participate, and this will induce a drag on the space of implementable mechanisms
as the noise level increases.

Our next proposition shows that decreasing the noise level weakly expands the space of
implementable mechanisms (in either of the two senses).

Proposition 1. Suppose a mechanism pf, tq is Bayes-Nash implementable (resp. dominant
strategy implementable) at the noise level δ. Then, it will remain Bayes-Nash implementable
(resp. dominant strategy implementable) for all δ1 ă δ.

Proof. We present the proof only for the Bayes-Nash sense, because the verification for the
other case follows similarly. One can express the IIR conditions in (2.6) as

ˆ

b ` 1

2

˙

f̄ip`1q ´ t̄ip`1q ě δ

„ˆ

b ` 1

2

˙

`

f̄ip`1q ´ f̄ip´1q
˘

´
`

t̄ip`1q ´ t̄ip´1q
˘

ȷ

,

ˆ

b ´ 1

2

˙

f̄ip´1q ´ t̄ip´1q ě δ

„

`

t̄ip`1q ´ t̄ip´1q
˘

´

ˆ

b ´ 1

2

˙

`

f̄ip`1q ´ f̄ip´1q
˘

ȷ

.

The BN-IC constraints in equation (2.4) imply that the rhs to both of the above equations are
non-negative. Therefore, decreasing δ relaxes the inequalities, and hence the claim follows.

We say a SCF f : t´1,`1un Ñ t0, 1u is Bayes-Nash implementable (resp. dominant
strategy implementable) if there exist transfer rules ti : t´1,`1un Ñ R for i P rns, that make
the mechanism pf, tq Bayes-Nash implementable (resp. dominant strategy implementable).

Remark 1. Since the Bayes-Nash implementability is a weaker notion, henceforth, whenever
we point to the implementability (without an explicit reference to its sense) we mean the
Bayes-Nash notion.
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We now present a revenue equivalence type result for implementable SCFs in the current
Boolean environment.

Proposition 2. A social choice function f : t´1,`1un Ñ t0, 1u is Bayes-Nash implementable
(resp. dominant strategy implementable) if and only if it satisfies marginal monotonicity
(resp. monotonicity). In addition, the maximum expected revenue that the planner can raise
from implementing f is

Rδrf s :“ p1 ´ 2δqE

«

fpxq

n
ÿ

i“1

xi

ff

`

ˆ

b ´ 1

2

˙

Erfpxqs , (2.8)

where the expectation is taken w.r.t. the uniform measure on t´1,`1un.

Therefore, for every implementable SCF the expected revenue falls as the noise level
increases. We explore the response of the expected social surplus to the noise level as we
introduce further tools in the upcoming analysis. Finally, the above revenue equivalence
representation implies the following result.

Corollary 1. In the space of all implementable Boolean SCFs, the majority rule asymptotically
extracts the maximum expected revenue, where

fmajpxq “ 1

#

n
ÿ

i“1

xi ě 0

+

. (2.9)

To see this, note that Rδrf s is linear in f , thus the following linear threshold function
maximizes the expected revenue:

f̂npxq “ 1

#

n
ÿ

i“1

xi ě
2

p1 ´ bqp1 ´ 2δq

+

.

Let us denote the above threshold by τ :“ τpb, δq. The expected revenue associated with this
SCF is

Rδrf̂ s “ p1 ´ 2δqE

«

n
ÿ

i“1

xi;
n

ÿ

i“1

xi ě τ

ff

`

ˆ

b ´ 1

2

˙

P

˜

n
ÿ

i“1

xi ě τ

¸

“
1 ´ 2δ
?
2π

?
n

`

1 ` op1q
˘

,

where the last equality follows from the application of the central limit theorem as n Ñ 8

over the i.i.d. random variables txi : i P rnsu. A similar approach shows that the expected
revenue associated with fmaj is equal to 1´2δ?

2π

?
n

`

1 ` op1q
˘

, thus it asymptotically achieves
the maximum expected revenue. Motivated by this analysis, we henceforth normalize the
expected revenue of any implementable SCF by the pre-factor p1 ´ 2δq

?
n.
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3 Noise in the Allocation Rule

We have seen that noise affects revenue, but it can also affect the intended public-good
decision. Starting from an implementable SCF, individual agents will find it optimal to report
their true types. But as a result of random flips of their reported types, the planner receives
messages y P t´1,`1un, instead of the true vector of types x P t´1,`1un. Therefore, the
implemented outcome that was supposed to be fpxq, now changes to fpyq.

If fpxq is a desired decision regarding the public good, we may be concerned that
fpyq ‰ fpxq. The probability that this occurs is termed the noise sensitivity of the SCF f .
Specifically, we define

NSδrf s “ P
`

fpxq ‰ fpyq
˘

,

where x „ Unif
`

t´1,`1un
˘

, and y is the noisy version of x. In the same spirit, one can define
the noise robustness as 1 ´ NSδrf s.

We believe that this quantity is important in and of itself. For one, the planner does not
want to pick an allocation rule that frequently takes the individuals by surprise. This would
affect the credibility and commitment power of the planner.

Second, increasing the noise level δ adds to the privacy preservation power of the mecha-
nism, at the expense of making the SCF more sensitive to the noise. Therefore, studying the
dependency of noise sensitivity to δ quantifies this tradeoff.

Third, from a welfare standpoint, we are interested in the sensitivity of social surplus to
noise. How does the level of noise affect the resulting welfare of individuals in the economy?
Denote by Spx, fq the social surplus (namely the individuals’ utility plus the revenue raised
by the planner) when the true vector of types is x and the implemented outcome is f P t0, 1u.
Formally, one has

Spx, fq “

n
ÿ

i“1

ˆ

b ` xi

2

˙

f . (3.1)

We can define the surplus distortion as the L1 distance between what could have been achieved
(i.e., Spx, fpxqq) and what was ultimately realized (i.e., Spx, fpyqq) as a result of noisy reports.
A simple application of Cauchy-Schwarz inequality implies that

E
”

ˇ

ˇSpx, fpyqq ´ Spx, fpxqq
ˇ

ˇ

ı

“ E

«

n
ÿ

i“1

ˆ

b ` xi

2

˙

ˇ

ˇfpxq ´ fpyq
ˇ

ˇ

ff

ď

?
b2 n2 ` n

2

a

NSδrf s .

Therefore, the per-capita distortion in the social surplus is bounded above by

1

n
E

”

ˇ

ˇSpx, fpyqq ´ Spx, fpxqq
ˇ

ˇ

ı

ď

a

NSδrf s

2
pb ` op1qq .
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Hence, an allocation rule with minimal noise sensitivity leads to a decent upper bound on
the distortion of the social surplus with respect to the noise.

Motivated by the need to study comparative statics with respect to the noise level δ,
and further studying the notion of noise sensitivity, in the next part, we briefly present a
self-contained introduction to the Fourier analysis of Boolean functions. A tool that can be
applied extensively to many questions in the Boolean environments (e.g., see its application
in Social Choice Kalai, 2002). The interested reader is encouraged to refer to the book by
O’Donnell (2014) and read further topics in this area.

3.1 Fourier Analysis of Boolean Functions

Let the n-dimensional hypercube t´1,`1un be equipped with the uniform probability measure.
The space of R-valued and square integrable functions on this hypercube, denoted by
H :“ L2 pt´1,`1unq, is in fact a separable Hilbert space with the inner product operator:

xf, gy “ E rfpxqgpxqs “
1

2n

ÿ

xPt´1,`1un

fpxqgpxq, @f, g P H .

For every subset S Ď rns, define χSpxq :“
ś

iPS xi. Then, it can be readily checked that the
collection of functions tχSp¨q : S Ď rnsu constitutes an orthonormal basis for H. In particular,
for S “ H, one has χHp¨q ” 1. Every function f P H thus has a unique Fourier expansion in
terms of these basis elements, namely

fpxq “
ÿ

SĎrns

f̂pSqχSpxq , (3.2)

in that f̂pSq is called a Fourier coefficient of f , and is the projection f onto χS, that is

f̂pSq “ xf, χSy “ E rfpxqχSpxqs .

In particular, f̂pHq is equal to the mean value of f (i.e., Erf s), and f̂ptiuq “ E rfpxqxis “
`

f̄ip`1q ´ f̄ip´1q
˘

{2 is called a degree-1 Fourier coefficient.

Example 1. Let fpxq “ maxtx1, x2u, then one can write fpxq as

fpxq “
1

2
`

1

2
x1 `

1

2
x2 ´

1

2
x1x2 ,

therefore, f̂pHq “ f̂pt1uq “ f̂pt2uq “ 1{2, f̂pt1, 2uq “ ´1{2 and all other Fourier coefficients
are zero.
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Next, we introduce the concept of noise stability that proves very useful in the analysis of
noise sensitivity.

Definition 1 (Noise Stability). Let f : t´1,`1un Ñ R belong to H. Suppose y is the δ-noisy
version of the vector x „ Unif pt´1,`1unq. That is, each yi is independently distributed from
other yj’s and Ppyi ‰ xiq “ δ. Then, the noise stability of the function f is defined as

Stabδrf s :“ E rfpxqfpyqs . (3.3)

From the Fourier expansion in equation (3.2) one has

E rfpyq|xs “
ÿ

SĎrns

f̂pSq
ź

iPS

E ryi|xis

“
ÿ

SĎrns

f̂pSq
ź

iPS

p1 ´ 2δqxi “
ÿ

SĎrns

f̂pSqp1 ´ 2δq
|S|χSpxq ,

(3.4)

where |S| refers to the cardinality of the set S. Therefore, an equivalent representation for
noise stability (in terms of the Fourier coefficients) would be

Stabδrf s “
ÿ

SĎrns

p1 ´ 2δq
|S|f̂pSq

2 .

Using the concepts introduced above, in the next part we explore the comparative statics of
the social surplus and the expected revenue (in the public-good mechanisms) with respect to
the noise level.

3.2 Impact of Noise on Revenue and Surplus

We saw in Proposition 2 that increasing the noise level δ decreases the expected revenue in
every implementable SCF. Now we see how the ideas from spectral analysis offered in the
previous section may be directly applied to study the comparative statics of expected social
surplus with respect to the noise.

Equation (3.1) expresses the realized social surplus, when the individuals’ true type is
x, and the implemented outcome is f P t0, 1u. Therefore, in the noisy setting where fpyq is
directed instead of fpxq, the expected social surplus would be equal to

Sδrf s “ E rSpx, fpyqqs “

n
ÿ

i“1

E

„ˆ

b ` xi

2

˙

fpyq

ȷ

. (3.5)

In the next proposition, we offer the comparative statics of pRδ, Sδq with respect to the noise
level δ. Before that, we highlight an important connection between implementability and
Fourier coefficients.
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Remark 2. A SCF f is implementable if and only if all of its degree-1 Fourier coefficients
are non-negative. This is the case because (Bayes-Nash) implementability is equivalent to
marginal monotonicity, and that in turn means f̄ip`1q ´ f̄ip´1q must be non-negative for all
i P rns. The former difference is simply equal to 2f̂ptiuq, and thus the claim follows.

Proposition 3. For every implementable SCF f , as the noise level δ P p0, 1{2q increases,
the expected revenue Rδrf s and the expected social surplus Sδrf s decrease linearly in δ.

Proof. It was previously shown in the revenue equivalence expression in equation (2.8) that
Rδ is a decreasing function of δ. Next, using the expression (3.5) and the expansion for the
conditional expectation in (3.4), one obtains the following representation for Sδ:

Sδrf s “

n
ÿ

i“1

E

„ˆ

b ` xi

2

˙

fpyq

ȷ

“

n
ÿ

i“1

E

»

–

ˆ

b ` xi

2

˙

ÿ

SĎrns

f̂pSqp1 ´ 2δq
|S|χSpxq

fi

fl

“
b n

2
f̂pHq `

1 ´ 2δ

2

n
ÿ

i“1

f̂ptiuq .

The final identity follows because E rχSpxqs “ 0 for all S ‰ H, and E rxiχSpxqs “ 1 if S “ tiu

and otherwise is equal to zero. Since f is implementable, then all of its degree-1 Fourier
coefficients are non-negative, and hence Sδ becomes a decreasing function in δ.

The intuition behind this result is rather simple. As it relates to the expected revenue, a
low type agent must be compensated enough to participate, because there is always a chance
that her message flips and she ends up paying the high type transfer, even though she enjoys
no utility from the public good. The higher the noise level, the more a low type agent ought
to be compensated. On the other hand, a positive transfer from the planner to a low type
agent seems alluring to a high type individual. Therefore, to deter her from misreporting
her type, the planner has to reduce the transfer paid by a high type agent. Both of these
two effects create a negative pressure on the expected revenue raised by the planner as the
noise level increases. For the expected social surplus, observe the complementarity between
the outcome f and the agent’s type in the utility function (see equation (2.1)). Introducing
the noise breaks the optimal assortative allocation with some positive probability and thus
lowers the expected social surplus.

Lastly, Proposition 3 highlights the cost of protecting privacy. Adding noise to the
individuals’ reports does preserve the full revelation of their private types, but lowers the
expected revenue and the social surplus associated with every implementable SCF.

In terms of differential privacy, Proposition 3 describes how privacy guarantees translate
into efficiency and revenue losses. If we desire an ε-differentially private mechanism, then the
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relation δ “ p1 ` eεq´1, and the linear dependence of revenue and surplus on δ, quantify the
economic consequences of a given privacy guarantee.

4 Tradeoffs

4.1 Revenue and Noise Robustness

It is standard in the optimal mechanism design literature to find the revenue maximizing
allocation rule subject to the implementability conditions. It was noted in Corollary 1
that the majority rule asymptotically extracts the maximum expected revenue among all
implementable SCFs. Motivated by the discussion about the robustness of the allocation
rules against noise, we ask a different optimization question in this section. Among the set of
all implementable allocation rules that extract a target level of expected revenue (say R),
which one has the minimum noise sensitivity (or maximum noise robustness)? Formally, we
seek the solution to the following optimization problem:

minNSδrf s

subject to: Rδrf s ě R and f being implementable .
(4.1)

The solution to this problem characterizes the tradeoff between the privacy and the expected
revenue in public-good mechanisms. Specifically, raising the noise level δ provides higher
privacy but increases the noise sensitivity, and lowers the revenue. Fixing the noise level δ,
the above program outputs the SCF that raises the target revenue level and is maximally
robust against the privacy preserving noise.

In the sequel we progressively simplify the above problem and ultimately we provide a
solution that is asymptotically optimal as n Ñ 8. In short, our methodology consists of
two steps: (i) simplifying the objective function and finding equivalent representation for the
constraints in (4.1); (ii) relaxing the constraint set and offering an asymptotically optimal
solution in the relaxed region that also satisfies the properties of the original constraint set.

To develop some intuition, we first study the revenue and the noise sensitivity of the
majority rule (see equation (2.9)) in the next section. Using them as a stepping stone, we
provide the solution to the optimization problem of (4.1) in section 4.3.
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4.2 Majority Rule

The expected revenue extracted by the majority rule (followed by equation (2.8)) is equal to

Rδrfmajs “ p1 ´ 2δqE rνn; νn ě 0s `

ˆ

b ´ 1

2

˙

P pνn ě 0q .

Since txi : i P rnsu are i.i.d. and uniformly distributed t´1,`1u-valued random variables,
then by the central limit theorem 1?

n
νn converges in distribution to the standard Gaussian,

i.e., Z „ N p0, 1q. Therefore, using the Lebesgue dominated convergence theorem one has

lim
nÑ8

1
?
n
E

“

ν`
n

‰

“ E
“

Z`
‰

“
1

?
2π

, and lim
nÑ8

P pνn ě 0q “
1

2
,

thus implying Rδrfmajs “
p1´2δq

?
2π

?
n

`

1 ` op1q
˘

. Next, we examine the noise sensitivity of the
majority function.6 Let sgnp¨q denote the sign function. For the vector of true types x, and
its noisy variant y, one has

NSδrfmajs “ P

˜

sgn
´

n
ÿ

i“1

xi

¯

‰ sgn
´

n
ÿ

i“1

yi

¯

¸

,

that in turn due to the symmetry between x and y is equal to twice the following expression

P

˜

1
?
n

n
ÿ

i“1

xi ě 0 and
1

?
n

n
ÿ

i“1

yi ă 0

¸

. (4.2)

Observe that E rxiyjs “ 1 ´ 2δ when i “ j and zero otherwise. Then, because of the multi-
dimensional version of central limit theorem the following weak convergence result holds as
n Ñ 8:

˜

1
?
n

n
ÿ

i“1

xi,
1

?
n

n
ÿ

i“1

yi

¸

ñ

´

Z1, ρZ1 `
a

1 ´ ρ2Z2

¯

,

where ρ :“ 1 ´ 2δ, and pZ1, Z2q are independent standard Gaussians. Hence, the probability
in (4.2) converges to

P
´

Z1 ě 0 and ρZ1 `
a

1 ´ ρ2Z2 ă 0
¯

,

which because of the rotational symmetry of pZ1, Z2q is equal to arccos ρ
2π

, therefore,

NSδrfmajs “
arccosp1 ´ 2δq

π

`

1 ` op1q
˘

.

6Chapter 5 of O’Donnell (2014) includes a comprehensive study of the spectral properties of the majority
function. We present a self-contained section about its noise sensitivity here, that makes the reading of the
upcoming results more accessible.
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The curve in Figure 1 traces the asymptotic values for the normalized expected revenue (on
the x-axis) and the noise sensitivity (on the y-axis) of the majority function as n Ñ 8, while
the noise parameter δ varies from 0 to 0.5. As previously mentioned, higher levels of noise
are associated with better privacy protection, higher noise sensitivity, and lower expected
revenue for every SCF (and here in particular for fmaj).

0 1?
2π

0

1
2

δ “ 0

δ “ 0.5

Rδrfmajs?
n

NSδrfmajs

Figure 1: Revenue and Noise Sensitivity of the Majority Rule

A small increase in δ relative to the noise-free environment changes the expected revenue
by a little, but significantly raises the noise sensitivity. This is owed to the fact that expected
revenue changes linearly in δ, but the noise sensitivity of the majority rule has “infinite”
derivative at δ “ 0.

Recall that using the language of differential privacy, δ is connected to the privacy
guarantee of ε. So our results provide a quantitative relation between the promised level of
privacy, the resulting noise sensitivity, and revenue loss for the majority function.

A natural question to ask is for a fixed level of δ, if one is willing to give up some revenue
relative to the majority function, then how much noise robustness can be gained? This is
what underlies the program in (4.1), that we study in the next section.

4.3 Asymptotic Pareto Frontier

In this section, we find the asymptotically optimal solution to the optimization problem in
(4.1). Specifically, we ask whether one can find a curve which consistently stays below the
one in Figure 1. That is, for a certain level of expected revenue, is there any implementable
Boolean function that achieves a smaller noise sensitivity than the majority rule? We answer
this question affirmatively and prove that there are two LTFs, whose thresholds are symmetric
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around 50%, which are asymptotically optimal for optimization (4.1). The one with the
smaller provision threshold has the additional advantage of maximizing the expected social
surplus Sδr¨s given a target revenue level (this will be shown in section 4.4).

Observe that since the allocation rules in problem (4.1) are t0, 1u-valued, then

NSδrf s “ P
`

fpxq ‰ fpyq
˘

“ E
”

`

fpxq ´ fpyq
˘2

ı

“ 2E
“

fpxq
2
‰

´ 2E rfpxqfpyqs .

Hence, we can express the noise sensitivity function in terms of the noise stability defined in
(3.3), namely NSδrf s “ 2 pErf s ´ Stabδrf sq.7

Note that since the range of all allocation rules is the binary set t0, 1u, the program in
(4.1) always has a solution. Also, for future use let us denote the sum

řn
i“1 xi by νnpxq. When

it is clear from the context, we often drop x from the argument of νn.

Remark 3. Since the optimization problem (4.1) features no ex ante heterogeneity across
the input coordinates txi : i P rnsu, then there always exists a solution to it that respects the
anonymity of the type vector x. Formally, the optimal solution only depends on the number
of `1’s (or equivalently ´1’s) in the input vector. Therefore, without any loss, we can restrict
the constraint set in this optimization problem to all functions that also satisfy the anonymity
condition. Henceforth, with some abuse of notation, we refer to fpxq by fpνnpxqq or fpνq.

Following the remarks in Corollary 1, let us normalize the target revenue, and define
r :“ R{p1 ´ 2δq

?
n. We further assume r ă 1{

?
2π, as otherwise when n Ñ 8, there is no

SCF (other than the majority rule) that extracts such a high expected revenue.
From Proposition 2, we know one can always find a set of transfers, that extract the

maximum expected revenue from an implementable SCF f . Hence, thanks to the anonymity
condition the expression (2.8) simplifies to:

Rδrf s “ p1 ´ 2δqE rfpνnq νns `

ˆ

b ´ 1

2

˙

Erfpνnqs .

Finally, recall that a SCF is implementable if and only if it is marginally monotone. Putting
the previous derivations together, we can now express an equivalent optimization problem to
the one in (4.1):

min tErf s ´ Stabδrf su

subject to:
1

?
n
E rfpνnqνns `

b ´ 1

2p1 ´ 2δq
?
n
E rfpνnqs ě r,

and f being marginally monotone .

(4.3)

7Here, we used the fact that Erf2s “ Erf s because f is t0, 1u-valued.
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We denote the optimal value of the above minimization problem by Vnprq, that is equal to
half of the minimum noise sensitivity of the implementable SCFs that raise the normalized
expected revenue of r.

Remark 4. Even if one is willing to convexify the constraint set in (4.3), by letting f to be
r0, 1s-valued, the objective function is still not concave in f , and hence the extreme point
theory (commonly used in mechanism design literature) cannot be applied.

We continue the analysis by indexing the above problem with the bias (or the mean) of
the SCFs. Specifically, we find the minimum bias of the SCFs that satisfy the above revenue
constraint. The solution to this problem helps us to relax the constraint set in (4.3). Toward
that let us define,

αnprq :“ inf

"

Erf s :
1

?
n
E rfpνnqνns `

b ´ 1

2p1 ´ 2δq
?
n
E rfpνnqs ě r, f P Hr0,1s

*

, (4.4)

where Hr0,1s is the closed subset of L2 functions from t´1,`1un to r0, 1s. Since this is a
compact subset, and the revenue constraint induces a closed region, the above infimum is
achieved. In the next lemma, we offer asymptotic properties of αnprq and the optimal solution
as n Ñ 8. Before that, we review the following standard Gaussian notation:

Notation 1. We use φp¨q, Φp¨q and Φ̄p¨q to respectively denote the density, cumulative
distribution function, and counter-cumulative distribution function of the standard Gaussian.
Also, we denote the inverse function of the Gaussian density (taking values in R`) by φ´1,
and the inverse function of the Gaussian cumulative function by Φ´1.

Lemma 2. Denote the optimal solution to the minimization problem of (4.4) by ℓ̄n, and the
minimum value by αnprq, then

ℓ̄npx; rq “ 1

"

νnpxq
?
n

ě φ´1
prq ` op1q

*

, (4.5a)

lim
nÑ8

αnprq “ Φ̄
`

φ´1
prq

˘

. (4.5b)

This result tells us among all SCFs that raise a target revenue the linear threshold functions
have the smallest mean. In addition, the associated threshold depends on the normalized
revenue r. Higher levels of normalized revenue corresponds to smaller thresholds, thus getting
closer to the majority rule.

Remark 5. Taking r ă 1{
?
2π, equation (4.5b) implies that limnÑ8 αnprq ă 1{2, and hence

for all n larger than a certain level, one has αnprq ă 1{2. Therefore, we can define the
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mirrored optimization problem to the one in (4.4) as

sup

"

1
?
n
E rfνns `

b ´ 1

2p1 ´ 2δq
?
n
E rf s : Erf s ě 1 ´ α, f P Hr0,1s

*

. (4.6)

Since the distribution of νn is symmetric around 0, one can see that there exists an op1q

sequence such that, replacing α with αnprq`op1q in the above constraint leads to a supremum
of r. That is

Erf s ě 1 ´
`

αnprq ` op1q
˘

implies
1

?
n
E rfνns `

b ´ 1

2p1 ´ 2δq
?
n
E rf s ď r . (4.7)

And specifically, using the same techniques as in Lemma 2, one can show there exists a
LTF with the following description,

ℓnpx; rq :“ 1

"

νnpxq
?
n

ě ´φ´1
prq ` op1q

*

, (4.8)

that exactly achieves the normalized revenue r, and its mean, i.e., E rℓnpx; rqs equals 1 ´
`

αnprq ` op1q
˘

.
Our next step is to use the idea of bias indexing to relax the constraint set in (4.3).

Observe that the definition of αnp¨q in (4.4) and the condition (4.7) jointly imply the following
set inclusion:

"

f P Hr0,1s :
1

?
n
E rfνns `

b ´ 1

2p1 ´ 2δq
?
n
E rf s ě r and f being marginally monotone

*

Ď

!

f P Hr0,1s : αnprq ď E rf s ď 1 ´
`

αnprq ` op1q
˘

)

.

Therefore, the value to the following relaxed minimization problem is smaller than or equal
to the value of the optimization problem in (4.3):

min tErf s ´ Stabδrf su

subject to: αnprq ď E rf s ď 1 ´
`

αnprq ` op1q
˘

and f P Hr0,1s .
(4.9)

Let us denote the value to this minimization problem by Vrel
n prq, that satisfies Vrel

n prq ď Vnprq.
We next show that the LTFs ℓ̄np¨; rq (in equation (4.5a)) and ℓnp¨; rq (in equation (4.8))

are approximately optimal for the above problem. The former function achieves the bias lower
bound in (4.9), and the latter function achieves the bias upper bound. Additionally, since
both functions satisfy the constraints of the original optimization problem in (4.3)—namely
raising precisely r and being marginally monotone—they will remain asymptotically optimal
for the original problem. The approximation error due to choosing them as suboptimal
solutions for (4.3) converges to zero as n Ñ 8.
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To justify the previous claims, we borrow from a seminal result in the analysis of Boolean
functions, that goes under the name of “majority is the stablest”, and its proof mainly relies
on the Gaussian isoperimetric inequality (first proved by Borell (1985)). In the following
lemma we present a version of this result that suits our need, and we provide a rough sketch
of its proof in the appendix.8 Before that we need to define a notation for the two dimensional
CDF of correlated Gaussians.

Definition 2. Let pZ1, Z2q be two standard Gaussian random variables, that are ρ-correlated,
namely E rZ1Z2s “ ρ. We define Φρ : R2 Ñ r0, 1s as Φρpt1, t2q :“ Pρ pZ1 ď t1, Z2 ď t2q. In
particular, when t1 “ t2 “ t, with some abuse of notation we use Φρptq ” Φρpt, tq.

Lemma 3 (“majority is the stablest”). Let f : t´1,`1un Ñ r0, 1s be an anonymous function,
and δ P p0, 1{2q, then

Stabδrf s ď Φ1´2δ

`

Φ´1
pErf sq

˘

` op1q ,

where the op1q approximation term is uniform across all anonymous functions.

Our main theorem is expressed below, which gives an op1q-suboptimal solution to the
minimization problem of (4.3).

Theorem 1. The linear threshold functions tℓnp¨; rq, ℓ̄np¨; rqu are asymptotically optimal
choices for the revenue constrained noise sensitivity minimization problem in (4.3). Formally,
one has

2Vnprq ď NSδrℓns ď 2Vnprq ` op1q, for ℓn P tℓnp¨; rq, ℓ̄np¨; rqu . (4.10)

Proof. Taking the previous lemma as given, the objective function in the relaxed optimization
problem of (4.9) is lower bounded by

Erf s ´ Stabδrf s ě Erf s ´ Φ1´2δ

`

Φ´1
pErf sq

˘

` op1q ,

where the op1q term is uniform across all anonymous SCFs. The expression on the rhs above—
up to the exclusion of the op1q term—is symmetric around Erf s “ 1{2. In particular, it is
increasing (resp. decreasing) on the region where Erf s ď 1{2 (resp. Erf s ě 1{2). Therefore,
for any anonymous f that belongs to the constraint set of the relaxed problem in (4.9), one
has

Erf s ´ Φ1´2δ

`

Φ´1
pErf sq

˘

ě αnprq ´ Φ1´2δ

`

Φ´1
pαnprq

˘

` op1q ,

8The original proof is rather long, and has several steps. The curious reader should consult Mossel et al.
(2010) or chapter 11.7 of O’Donnell (2014) for the complete proof.
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where the inequality binds for f P tℓnp¨; rq, ℓ̄np¨; rqu, because by the construction of Lemma 2
and Proposition 4, respectively one has E

“

ℓ̄npνn; rq
‰

“ αnprq and E rℓnpνn; rqs “ 1´
`

αnprq `

op1q
˘

. This in turn implies that

NSδrℓns ď 2Vrel
n prq ` op1q, for ℓn P tℓnp¨; rq, ℓ̄np¨; rqu,

and hence the second inequality in equation (4.10) follows because Vrel
n prq ď Vnprq. The first

inequality readily holds because tℓnp¨; rq, ℓ̄np¨; rqu also belong to the constraint set of the
original problem in (4.3), as they both raise the normalized expected revenue of r and are
monotone functions.

In a nutshell, our main theorem proves that one can reduce the noise sensitivity (equiv-
alently, gain noise robustness) by sacrificing a certain amount of expected revenue. The
simple majority function raises the maximum expected revenue, but if one wants to improve
upon its noise sensitivity, then the optimal way, among all implementable Boolean func-
tions, is to increase the 50% threshold of the majority function (or decrease it by a similar
amount). The more one increases (or decreases) this threshold, the more noise robustness
is gained and more expected revenue is lost. The optimal tradeoff is struck by the LTFs
tℓnp¨; rq, ℓ̄np¨; rqu. The normalized expected revenue that they raise are equal to r, hence the
(unnormalized) expected revenue is p1´2δq

?
nr. Furthermore, since E rℓns “ Φ̄

`

φ´1prq
˘

`op1q,
for ℓn P tℓnp¨; r̄q, ℓ̄np¨; r̄qu, then the noise sensitivity takes the following form:

NSδrℓns “ 2
!

E rℓns ´ Φ1´2δ

`

Φ´1
pE rℓnsq

˘

)

“ 2
!

Φ
`

´ φ´1
prq

˘

´ Φ1´2δ

`

´ φ´1
prq

˘

)

` op1q .

In Figure 2, we insert the noise robustness, i.e., 1 ´ NSδ, on the y-axis. On the x-axis, we
locate the normalized expected revenue (by

?
n not p1 ´ 2δq

?
n). The graphs indicate the

asymptotic Pareto frontier for three different noise levels as n Ñ 8, that are achieved by the
LTFs in Theorem 1.

Recall the negative impact of noise on the revenue and social surplus. As we explained in
Proposition 3, both of these variables are decreasing in the noise level. However, on the bright
side, indicated by Figure 2, as one increases the noise level, the frontier becomes steeper, and
that in turn means one could gain more robustness against noise by giving up a fixed level
of revenue. In other words, this means in higher noise levels, where the mechanism better
protects the privacy of individuals, the tradeoff between the revenue and noise robustness is
amplified.
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0

1

Rδrℓs
?
n

1 ´ NSδrℓs

δ “ 0.15
δ “ 0.25
δ “ 0.35

Figure 2: Asymptotic Pareto Frontier

Put it differently, the maximum achievable noise robustness is decreasing with respect
to both revenue and the noise level. However, these two variables act as substitutes, that is
lowering the required revenue is more effective for gaining noise robustness at higher levels of
noise.

Finally, one should be aware of the contrast between Figure 1 and Figure 2. In the former
one, the SCF is fixed for all noise levels, and we plotted the noise sensitivity/normalized
revenue curve for the majority function as the noise parameter δ varies from 0 to 0.5. In the
latter one however, we fixed the noise level for each graph, and then we plotted the maximum
noise robustness (i.e., 1 ´ NS) against the normalized revenue.

Remark 6. Both of the LTFs that were shown to be asymptotically optimal for (4.1) are
indeed monotone functions. Therefore, because of Proposition 2, they are not just Bayes-Nash
implementable but also implementable in the sense of dominant strategies.

4.4 Revenue and Surplus

In this section, we study the tradeoff between revenue and surplus. Specifically, we ask
and answer the following question: For a fixed level of privacy noise δ, and among all the
implementable SCFs that raise a target expected revenue (say R), which one has the highest
social surplus? Formally, we solve the following optimization problem:

max Sδrf s

subject to: Rδrf s ě R, and f being implementable .
(4.11)
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One can alternatively maximize the per-capita social surplus, that is n´1Sδrf s in the above
problem.

Borrowing the expression found for the expected social surplus in the proof of Proposition 3,
and following the approach in the previous section to simplify the revenue constraint, let us
to recast the above optimization problem as:

max

"

b

2
Erfpνnqs `

1 ´ 2δ

2n
E rfpνnqνns

*

subject to:
1

?
n
E rfpνnqνns `

b ´ 1

2p1 ´ 2δq
?
n
E rfpνnqs ě r ,

and f being implementable .

(4.12)

Proposition 4. The optimal solution in the revenue/surplus tradeoff in (4.12) is the linear
threshold function ℓnp¨; rq expressed in (4.8).

This proposition claims that if one is willing to give up some expected revenue (relative
to the amount raised by the majority function), then the optimal way to gain expected social
surplus is to reduce the majority threshold below 50%. The lower the provision threshold, the
higher is the expected social surplus, and the smaller is the expected revenue. Additionally,
this tradeoff is optimally struck by the threshold function pR, δq ÞÑ ´φ´1pR{p1 ´ 2δq

?
nq.

Importantly, fixing a target revenue level R, one observes that securing the mechanism
by increasing the noise level δ, raises the provision threshold (meaning the public-good is
provided with smaller ex ante probability, so less often), and thus lowers the expected social
surplus. This exercise quantifies the tradeoff between gaining privacy (by increasing δ) and
losing social surplus (by raising the provision threshold) at a fixed revenue level.

Remark 7. In public good mechanisms, one could envision three main objectives: revenue,
surplus, and noise robustness (equivalently, privacy). We studied the tradeoffs between each
of the last two with revenue. However, one may question the interaction between social
surplus and noise robustness. In fact, in the absence of any revenue constraint, there will
be no tradeoff between those two, because the SCF that always provides the public good,
achieves the maximum social surplus and zero noise sensitivity.

5 Imperfect Knowledge of Preferences

So far, we have studied a setting in which individuals perfectly know their preferences, and
the noisy flips take place when they send their messages to the planner. We associated two
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interpretations with this setting: (i) noise is deliberately added for privacy preserving concerns;
(ii) miscommunication between individuals and the planner is inevitable and reported types
could alter as a result.

In this section, we turn to an interpretation of our model where individuals simply do not
know their own preferences and observe a noisy signal instead. The idea that agents have
imperfect knowledge of their own preferences has received some attention in the mechanism
design literature, including the recent work of Gleyze and Pernoud (2022) and Thereze
(2022). Now individuals’ reported preference may differ from their underlying true type, not
necessarily because of the strategic issues, but because of the lack of perfect knowledge about
their type. Formally, let xi be uniformly distributed on t´1,`1u, representing the true type
of agent i, that is hidden to herself. Instead, she receives a noisy signal yi P t´1,`1u that
is correlated with her true type, in the sense that P pyi “ xiq “ 1 ´ δ for δ P p0, 1{2q. This
means the probability that the agent’s signal (information) matches her true type is higher
than the probability that it differs. As before, we assume the pairs tpxi, yiq : i P rnsu are
independently distributed and each has the same distribution explained before.

A mechanism pf, tq is Bayes-Nash incentive compatible in this setting, when each agent
reports her signal (i.e., yi) truthfully, while taking expectations w.r.t. the others’ types.
Let y “ py1, . . . , ynq be the vector of signals received by the individuals. Then, in a BN-IC
mechanism the planner outputs fpyq and charges agent i by the amount tipyq for each i P rns.
The interim incentive constraint for the agent i with signal yi is:

E

„ˆ

b ` xi

2

˙

fpyi, y´iq
ˇ

ˇyi

ȷ

´ E
“

tipyi, y´iq
ˇ

ˇyi
‰

ě

E

„ˆ

b ` xi

2

˙

fp´yi, y´iq
ˇ

ˇyi

ȷ

´ E
“

tip´yi, y´iq
ˇ

ˇyi
‰

.

(5.1)

Lemma 4. In the present setting, where agents do not have perfect knowledge about their
types, a mechanism pf, tq is BN-IC if and only if for every i P rns,

ˆ

b ` 1

2
´ δ

˙

`

f̄ip`1q ´ f̄ip´1q
˘

ě t̄ip`1q ´ t̄ip´1q ě

ˆ

b ´ 1

2
` δ

˙

`

f̄ip`1q ´ f̄ip´1q
˘

. (5.2)

We skip the proof of this lemma. It follows directly from equation (5.1), observing that
because of the independence, the conditional distribution of y´i given yi is the same as the
unconditional distribution of x´i. The first (resp. second) inequality in (5.2) refers to the
interim IC constraint when yi “ `1 (resp. yi “ ´1). In a sharp contrast with the previous
setting, where noise came around in the communication stage, the incentive constraints are
now affected by the noise level δ. This is so because in the former case, the noise could flip
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the individual’s message and alter her expected transfer, but in the current setting when an
agent sends her signal yi, the transfer she expects, namely t̄ipyiq, is not further modified by
the noise. Finally, equation (5.2) also confirms that as the noise level δ increases the space of
Bayes-Nash incentive compatible mechanisms shrinks.

Next, we express the interim individual rationality constraint for the agent i who received
the signal yi, and has an outside option of zero:

E

„ˆ

b ` xi

2

˙

fpyi, y´iq
ˇ

ˇyi

ȷ

´ E
“

tipyi, y´iq
ˇ

ˇyi
‰

ě 0 .

One can simplify this constraint into two inequalities, that respectively indicate the IR
conditions for the high (i.e., yi “ `1) and low (i.e., yi “ ´1) signals:

ˆ

b ` 1

2
´ δ

˙

f̄ip`1q ě t̄ip`1q , (5.3a)
ˆ

b ´ 1

2
` δ

˙

f̄ip´1q ě t̄ip´1q . (5.3b)

We now state the counterpart of Proposition 2 in the current setting.

Proposition 5. In the present setting, where agents do not have perfect knowledge about
their types, a SCF f : t´1,`1un Ñ t0, 1u is implementable if and only if it satisfies marginal
monotonicity, namely f̄ip`1q ´ f̄ip´1q ě 0 for all i P rns. In addition, the maximum expected
revenue that the planner can collect from implementing f is

rRδrf s :“ p1 ´ 2δqE

«

fpxq

n
ÿ

i“1

xi

ff

`

ˆ

b ´ 1

2
` δ

˙

Erfpxqs , (5.4)

where the expectation is taken w.r.t. the uniform measure on t´1,`1un.

Proof sketch. Following the similar steps of the the proof of Proposition 2, we can show
that marginal monotonicity is a necessary and sufficient condition for the Bayes-Nash
implementability of the SCF f . Next, observe that the expected transfer from agent i to the
planner is

`

t̄ip´1q ` t̄ip`1q
˘

{2. It is then straightforward to show that in the optimum the
BN-IC constraint for the high type (namely the first inequality in (5.2)) and the IR condition
for the low type (i.e., equation (5.3b)) bind. Hence, the optimum transfers are:

t̄ip´1q “

ˆ

b ´ 1

2
` δ

˙

f̄ip´1q ,

t̄ip`1q “

ˆ

b ` 1

2
´ δ

˙

f̄ip`1q ´ p1 ´ 2δqf̄ip´1q .
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Since f̄ipzq “ Erf s ` z E rfpxqxis for z P t´1,`1u, then summing the above expressions over
i (followed by division by two) yields the representation in (5.4).

We continue by studying the revenue/surplus tradeoff when agents have imperfect knowl-
edge of their preferences. Observe that, in the new setting the implemented outcome is fpyq

while the agents’ true vector of types is x. Therefore, the expected social surplus follows the
same expression of equation (3.5). Hence, the revenue/surplus tradeoff is pinned down by
the following program:

max Sδrf s

subject to: rRδrf s ě R, and f being implementable .

Likewise before, we normalize the lower bound on the expected revenue by r “ R{p1´ 2δq
?
n.

Then, using the same apparatus as in the proof of Proposition 4, one can show that the same
LTF, namely ℓnp¨; rq, solves the above problem.

Suppose the required revenue R remains fixed, and one looks at the response of the
constrained efficient allocation rule in the above problem to the noise. As the agents’
information about their preferences deteriorate (corresponding to an increase in δ), the
normalized revenue r increases, and correspondingly the provision threshold gets closer to the
simple 50% majority rule from below. Conversely, an improvement in the agents’ knowledge
about their type, decreases the threshold and thus increases the chances of provision. This
means in the societies where agents have better knowledge about their preferences for public
good, the expected likelihood of provision in the efficient allocation rule is higher.

Next, we study the revenue/noise robustness tradeoff. Specifically, we ask the similar
question expressed in the optimization problem of (4.1), in that one seeks the SCF with the
minimum noise sensitivity subject to raising a target level of expected revenue, in the present
setting where agents have imperfect knowledge of their types:

minNSδrf s

subject to: rRδrf s ě R and f being implementable .
(5.5)

A quick inspection on the expressions for expected revenue in these two settings, namely
equations (2.8) and (5.4), implies that

1

p1 ´ 2δq
?
n

ˇ

ˇ

ˇ

rRδrf s ´ Rδrf s

ˇ

ˇ

ˇ
“ o

ˆ

1
?
n

˙

.

Therefore, one can follow the same steps taken in Section 4.3, and show that the two LTFs
with approximate thresholds (up to op1q variations) at ´φ´1prq and φ´1prq are asymptotically
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optimal for the above problem. Hence the following proposition — which is the analogue of
Theorem 1 in this setting — follows:

Proposition 6. In the present setting, where agents do not have perfect knowledge about
their types, the following LTFs are asymptotically optimal for the program in (5.5):

gnpx; rq :“ 1

"

νnpxq
?
n

ě ´φ´1
prq ` op1q

*

, and hnpx; rq :“ 1

"

νnpxq
?
n

ě φ´1
prq ` op1q

*

.

Quite naturally, the noise sensitivity of the optimal SCF increases as the agents’ knowledge
of their preferences deteriorate. But more importantly, similar to the interpretation we
attached to Figure 2, the worse are the agents’ knowledge about their preferences (equivalently
the higher is δ), the smaller expected revenue the planner has to give up in order to gain a
certain level of noise robustness.

6 Conclusion

We have studied the tradeoffs between privacy preservation, the standard economic objec-
tives of efficiency and revenue, and the stability of the public-good decision rule. Privacy
preservation compromises the pursuit of other objectives, but in a large economy we are
able to characterize the asymptotically optimal decision rules, and uncover the underlying
quantitative tradeoffs.

Our model is standard, but stylized, assuming binary types and a yes/no decision on the
provision of a public good. It seems natural to ask the same question in other environments.
Preservation of privacy is an overarching concern, and one can imagine private goods models,
as well as public-good settings that are richer than the ones we have focused on here, in
which to analyze the effect of privacy-preserving noise. We can only hope that our paper
proves a useful starting point for further work.
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A Proofs

A.1 Proof of Lemma 1

When the true type of agent i is xi, the incentive constraint in equation (2.2) boils down to
ˆ

b ` xi

2

˙

E
“

f
`

yipxiq, y´i

˘
ˇ

ˇxi

‰

´ E
“

ti
`

yipxiq, y´i

˘
ˇ

ˇxi

‰

ě

ˆ

b ` xi

2

˙

E
“

f
`

yip´xiq, y´i

˘
ˇ

ˇxi

‰

´ E
“

ti
`

yip´xiq, y´i

˘
ˇ

ˇxi

‰

.

Since the flips are independent across the individuals, the joint distribution of
`

yipxiq, y´i

˘

is
the same as

`

yipxiq, x´i

˘

. Therefore, one can summarize the previous condition as
ˆ

b ` xi

2

˙

E
“

f̄i
`

yipxiq
˘
ˇ

ˇxi

‰

´ E
“

t̄i
`

yipxiq
˘
ˇ

ˇxi

‰

ě

ˆ

b ` xi

2

˙

E
“

f̄i
`

yip´xiq
˘
ˇ

ˇxi

‰

´ E
“

t̄i
`

yip´xiq
˘
ˇ

ˇxi

‰

,

in that the expectation operators only refer to the noisy flips. When xi “ `1, we expand
this expression and cancel the appearing term 1 ´ 2δ from both sides, thereby showing the
first inequality constraint in equation (2.4). Similarly, when xi “ ´1, the interim incentive
constraint reduces to the second inequality in (2.4).

For the dominant strategy incentive constraints, one can easily verify that applying the
expectation w.r.t. the noise in inequality (2.3) amounts to the simplified version in equation
(2.5).

A.2 Proof of Proposition 2

We divide the proof into three parts: (i) showing the equivalence between marginal mono-
tonicity and Bayes-Nash implementability; (ii) the equivalence between monotonicity and
dominant strategy implementability; (iii) proof of the revenue equivalence representation in
equation (2.8).
Part (i): As a rather immediate corollary of incentive constraints in (2.4), one can observe that
the marginal monotonicity of SCF is necessary for every BN-IC mechanism pf, tq. It is further
sufficient, because if f̄ip`1q ´ f̄ip´1q ě 0 for all i P rns, one can always find a set of transfer
functions, t “ pt1, . . . , tnq, such that their induced marginals

`

t̄ip´1q, t̄ip`1q
˘

satisfy the BN-
IC condition in equation (2.4), and the two IIR conditions in (2.6) for each i P rns. To justify
this claim, let

`

t̄ip´1q, t̄ip`1q
˘

“ pβ´1, β`1q be any pair that satisfies the BN-IC condition
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of equation (2.4) and the IIR conditions of (2.6), induced by the marginally monotone pair
`

f̄ip´1q, f̄ip`1q
˘

. We want to show that there exists a function t : t´1,`1un Ñ R, whose
marginals on the i-th coordinate (averaging out the other coordinates) match pβ´1, β`1q. To
find such a function, we restrict the search to the smaller space of anonymous functions,
whose value only depend on the number of `1’s in the input vector, namely on

mpxq :“ # ti : xi “ `1u .

Therefore, we denote tpxq by tpmpxqq. Hence, it is required that

β´1 “

n´1
ÿ

m“0

tpmq

ˆ

n ´ 1

m

˙

1

2n´1
,

β`1 “

n´1
ÿ

m“0

tpm ` 1q

ˆ

n ´ 1

m

˙

1

2n´1
.

Let us denote the anonymous function tp¨q by the vector t ”
`

tp0q, tp1q, . . . , tpnq
˘

, and
`

n
k

˘

by
Cn,k. Then, the above linear system is expressed by

«

Cn´1,0 Cn´1,1 . . . Cn´1,n´1 0

0 Cn´1,0 Cn´1,1 . . . Cn´1,n´1

ff

t “ 2n´1

«

β´1

β`1

ff

.

Since, the first and last columns of the coefficient matrix are linearly independent, then there
always exists a solution to the above system. Therefore, one can always find an anonymous
transfer function tip¨q that implements the marginally monotone pair

`

f̄ip´1q, f̄ip`1q
˘

.

Part (ii): That b P r0, 1s and a dominant strategy implementable f requires the DS-IC
constraint in equation (2.5) imply that fp`1, y´iq ´ fp´1, y´iq ě 0 for every coordinate i and
every y´i P t´1,`un´1. Hence, monotonicity is a necessary condition for dominant strategy
implementation. It is further sufficient, because for every y´i P t´1,`1un´1, one can always
find a pair ttip´1, y´iq, tip`1, y´iqu that satisfies the dominant strategy incentive constraints
in equation (2.5) and the ex post IR conditions in equation (2.7).

Part (iii): Since every dominant strategy implementable f is also Bayes-Nash implementable,
and we are interested in the expected revenue (not the ex post revenue), we present the proof
of the revenue equivalence for the Bayes-Nash implementable SCFs. To find the maximum
expected revenue associated with an implementable SCF f , observe that the planner receives
the expected transfer

1

2

`

t̄ip`1q ` t̄ip´1q
˘

, (A.1)

from individual i. Therefore, one should maximize this expression, subject to the BN-IC and
IIR conditions, to achieve the maximum expected transfer obtained from the SCF f . To
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solve this program, we first show the IIR condition for the low type (namely equation (2.6b)
together with the BN-IC condition for the high type (namely the first inequality in (2.4))
imply the IIR condition for the high type, which is equation (2.6a). From the low type IIR
condition one has

t̄ip´1q ď ´
δ

1 ´ δ
t̄ip`1q `

ˆ

b ´ 1

2

˙ ˆ

δ

1 ´ δ
f̄ip`1q ` f̄ip´1q

˙

, (A.2)

and the high type BN-IC condition implies

t̄ip`1q ď t̄ip´1q `

ˆ

b ` 1

2

˙

`

f̄ip`1q ´ f̄ip´1q
˘

.

Replacing the former upper bound on t̄ip´1q in the above inequality and applying some
rearrangements imply that

t̄ip`1q ď

ˆ

b ` 1

2
´ δ

˙

f̄ip`1q ´ p1 ´ δqf̄ip´1q . (A.3)

Next, let us investigate the validity of the high type IIR condition, i.e., equation (2.6a). We
use equation (A.2) and (A.3) to obtain the following upper bound on the expected transfer
paid by the high type, namely the rhs of equation (2.6a):

p1 ´ δqt̄ip`1q ` δt̄ip´1q ď

ˆ

1 ´ 2δ

1 ´ δ

˙

t̄ip`1q ` δ

ˆ

b ´ 1

2

˙ ˆ

δ

1 ´ δ
f̄ip`1q ` f̄ip´1q

˙

ď

ˆ

b ` 1 ´ δpb ` 3q

2

˙

f̄ip`1q `

ˆ

δpb ` 3q

2
´ 1

˙

f̄ip´1q

“

ˆ

b ` 1

2

˙

`

p1 ´ δqf̄ip`1q ` δf̄ip´1q
˘

´
`

δf̄ip`1q ` p1 ´ δqf̄ip´1q
˘

.

This implies that equation (2.6a), which is the high type IIR condition, falls out of the high
type BN-IC constraint and the low type IIR constraint.

As it relates to the dominant strategy implementation, one can follow the above recipe
and show that the high type EIR condition (in equation (2.7a)) falls out of the high type
DS-IC (namely the first inequality in equation (2.5)) and the low type EIR condition (in
equation (2.7b)).

The above analysis implies that one needs to only maximize the expected transfer on
the constrained set induced by the incentive constraints (i.e., equation (2.4)) and the low
type IIR condition. Therefore, at the optimum the low type IIR condition as well as one of
the incentive constraints must bind. One can show that since δ ă 1{2, the extreme point
associated with the meet of the low type IIR and high type BN-IC achieves a higher expected
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revenue than the meet of the low type IIR and low type BN-IC. Hence, the following profile
of interim transfers pins down the optimum:

t̄ip´1q “ ´δf̄ip`1q `

ˆ

b ´ 1

2
` δ

˙

f̄ip´1q ,

t̄ip`1q “

ˆ

b ` 1

2
´ δ

˙

f̄ip`1q ´ p1 ´ δqf̄ip´1q .

Therefore, the maximum expected transfer from individual i would be equal to

t̄ip`1q ` t̄ip´1q

2
“

ˆ

b ` 1

4
´ δ

˙

f̄ip`1q `

ˆ

b ´ 3

4
` δ

˙

f̄ip´1q .

Since the types are distributed uniformly on t´1,`1un, one has

f̄ip`1q “ E rf s ` E rfpxqxis ,

f̄ip´1q “ E rf s ´ E rfpxqxis .

Hence, the maximum expected revenue from implementing f follows:

Rδrf s “
ÿ

iPrns

t̄ip`1q ` t̄ip´1q

2
“ p1 ´ 2δqE

«

fpxq

n
ÿ

i“1

xi

ff

`

ˆ

b ´ 1

2

˙

Erfpxqs ,

thereby establishing the expression in (2.8).

A.3 Proof of Lemma 2

The minimization problem in (4.4) clearly falls under the class of linear programs. Therefore,
one can express the Lagrangian for this problem as follows:

L “ E rfpνnqs ` λ

ˆ

r ´
1

?
n
E rfpνnqνns ´

b ´ 1

2p1 ´ 2δq
?
n
E rfpνnqs

˙

.

The optimal solution thus takes the following form

fpνnq “ 1

"

νn
?
n

ě
1

λ
´

b ´ 1

2p1 ´ 2δq
?
n

*

. (A.4)

Denote the threshold in the above function by ηn ” ηnpb, δ, λq. Since a linear threshold
function with the above from is pointwise increasing in λ, and we want to actually minimize
E rfpνnqs, then one needs to choose the minimum λ that satisfies the revenue constraint,
namely:

1
?
n
E rfpνnqνns `

b ´ 1

2p1 ´ 2δq
?
n
E rfpνnqs ě r .
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Therefore, inserting the optimal form—presented in equation (A.4)—in the above inequality
amounts to:

E

„

νn
?
n
;
νn
?
n

ě ηnpb, δ, λq

ȷ

`
b ´ 1

2p1 ´ 2δq
?
n
P

ˆ

νn
?
n

ě ηnpb, δ, λq

˙

ě r .

Applying the central limit theorem followed by monotone convergence theorem imply that
as n Ñ 8, the lhs in the above inequality becomes equal to φpηnq ` op1q. Therefore, the
optimal threshold in equation (A.4) satisfies:

ηn “ φ´1
prq ` op1q .

This verifies the expression for the optimal solution in equation (4.5a). Next, one can plug
the above finding in equation (A.4) and obtain an expression for the optimal value of the
minimization problem, namely αnprq:

αnprq “ P

ˆ

νn
?
n

ě φ´1
prq ` op1q

˙

“ Φ̄
´

φ´1
prq

¯

` op1q .

The second equality above follows directly from the central limit theorem and thus justifying
equation (4.5b).

A.4 Proof of Proposition 4

The optimization problem in (4.12) falls under the class of linear programs, in that one needs
to assign the optimal value to fpνq for every ν P t´n,´n ` 2, . . . , nu. The corresponding
Lagrangian for the relaxed problem, where we skip the implementability condition, is

L “
b

2
Erfpνnqs `

1 ´ 2δ

2n
E rfpνnqνns

`λ

ˆ

1
?
n
E rfpνnqνns `

b ´ 1

2p1 ´ 2δq
?
n
E rfpνnqs ´ r

˙

.

Since the Lagrange multiplier λ is non-negative, then λ` 1´2δ
2

?
n

ą 0, and the candidate solution
takes the following form

fpνnq “ 1

$

&

%

νn
?
n

ě

´

´

b `
λpb´1q

p1´2δq
?
n

¯

2λ ` 1´2δ?
n

,

.

-

.

One can easily check that increasing λ in the above expression, raises the provision threshold,
thus asymptotically (as n Ñ 8) decreases the expected social surplus, while increasing
the expected revenue. This is so because the second term in Sδrf s is of order Op1{

?
nq
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and asymptotically vanishes compared to the first term, which in turn is decreasing in the
provision threshold. Therefore, we should find the minimum λ that satisfies the revenue
constraint. For this, let us denote the threshold by

ξn ” ξnpb, δ, λq :“
´

´

b `
λpb´1q

p1´2δq
?
n

¯

2λ ` 1´2δ?
n

.

Hence, we seek the minimum λ satisfying the following inequality:

E

„

νn
?
n
;
νn
?
n

ě ξnpb, δ, λq

ȷ

`
pb ´ 1q

2p1 ´ 2δq
?
n
P

ˆ

νn
?
n

ě ξnpb, δ, λq

˙

ě r .

As n Ñ 8, the normalized sum νn?
n

converges in distribution to the standard Gaussian, thus
the lhs in the above inequality converges. Specifically, the first term is asymptotically equal
to φpξnq ` op1q, and the second term is also of op1q. Therefore, the λ in ξn must be chosen so
that

φ pξnq ` op1q “ r .

Since the provision threshold ξn is negative, then the above condition implies that the optimal
threshold is ´φ´1prq ` op1q. Specifically, letting this op1q sequence be equal to the one in the
threshold of ℓn raises precisely the normalized revenue of r, thereby verifying the optimality
of the LTF in (4.8).

B Intuitive Proof of Lemma 3

We present a very high level sketch of the proof, explaining the pillars and the main ideas.
The are a handful of different methods for proving this theorem (as recent as Eldan et al.
(2022)), but we rely on the approach offered in Mossel et al. (2010).

The proof relies on two main ideas: (i) Borell’s Gaussian isoperimetric inequality; (ii)
Invariance principle. We first present some preliminaries that discipline the reading of how
these two ideas come together and shape the proof.

B.1 Preliminaries

We start with the definition of the noise operator acting on the Hilbert space H “

L2 pt´1,`1unq with the uniform measure on the hypercube.

Definition 3 (Noise Operator). Let ρ P p0, 1q and define Tρ : H Ñ H as

Tρfpxq “ E rfpyq|xs ,
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where x “ px1, . . . , xnq is a point uniformly drawn from the hypercube, and y is its ρ-correlated
version, such that E ryixis “ ρ for each coordinate i P rns.

For every basis element χS P H, one has TρχSpxq “ ρ|S|χSpxq. Since, the noise operator
is linear, applying that on the Fourier expansion in equation (3.2) implies

Tρfpxq “
ÿ

SĎrns

ρ|S|f̂pSqχSpxq .

In addition, the noise operator is commutative and has the semi-group property, that is
for ρ1, ρ2 P p0, 1q, one has Tρ1Tρ2 “ Tρ2Tρ1 “ Tρ1ρ2 . Furthermore, the above Fourier
representation of the noise operator implies that for every f, g P H, it holds that xf,Tρgy “

xTρf, gy.
Looking back at the definition of the noise stability in equation (3.3), one observes that

Stabδrf s “ xf,T1´2δfy “ xT?
1´2δf,T

?
1´2δfy “ E

”

`

T?
1´2δfpxq

˘2
ı

. (B.1)

Next, we present the passing from the Boolean to Gaussian environment. Let γ be the
standard Gaussian measure on Rn, and L2 pRn; γq be the Hilbert space of square integrable
functions with respect to γ, equipped with its natural inner product.

Definition 4 (Gaussian Evaluation). Let z P Rn be distributed according to the standard
Gaussian measure γ. For a Boolean function f P H, we abuse the notation and define its
Gaussian evaluation as

fpzq “
ÿ

SĎrns

f̂pSqχSpzq .

Since f P H, then
Eγ

“

fpzq
2
‰

“
ÿ

SĎrns

f̂pSq
2

“ E
“

fpxq
2
‰

ă 8 ,

and hence the Gaussian passing of f belongs to L2 pRn; γq.

Remark 8. Inspired by the previous definition, one can extend the domain of other operators,
such Stabδ and Tρ, to L2pRn; γq. For example, let z and z1 be two n-dimensional standard
Gaussian vectors, where their corresponding coordinates are ρ-correlated, then:

Tρfpzq “ E rfpz1
q|zs “

ÿ

SĎrns

ρ|S|f̂pSqχSpzq ,

Stabδrf s “ xf,T1´2δfy “ xT?
1´2δf,T

?
1´2δfy “ E

”

`

T?
1´2δfpzq

˘2
ı

.
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B.2 Borell’s Isoperimetric Inequality

At this point it is recommended for the reader to refresh their memory with the definitions of
Gaussian functions in the remarks 1 and 2.

Theorem 2 (Borell (1985)). Fix δ P p0, 1{2q. Then, for any f P L2pRn; γq with the range
r0, 1s, and Erf s “ µ, it holds that

Stabδrf s ď Φ1´2δ

`

Φ´1
pµq

˘

. (B.2)

The rhs to the above inequality is equal to the noise stability of the indicator function of
any half-space H Ď Rn with the Gaussian volume of VolγpHq “ µ.

An interesting corollary to this theorem is that among all measurable subsets of Rn, with
a fixed Gaussian volume, the half-spaces have the minimum sensitivity to noise. Formally, let
us denote the n-dimensional standard Gaussian probability measure by Pγ. Consider any
measurable subset A with VolγpAq “ µ ą 0, and any half-space H with the same volume µ.
Then, inequality (B.2) implies that

Pγ px P A, y P Aq ď Pγ px P H, y P Hq ,

where x „ γ and y is its δ-noisy version, that is Eryi|xis “ p1 ´ 2δqxi for each i P rns.
Canceling Pγpx P Aq from both sides amounts to

Pγ

`

y P A
ˇ

ˇx P A
˘

ď Pγ

`

y P H
ˇ

ˇx P H
˘

.

This means if one starts at a random point x inside the subset A, then the chances of leaving
this region due to adding noise is minimal for half-spaces.

B.3 Invariance Principle

In this part, we offer an intuitive statement of the invariance principle. For that, we need to
define the concept of influence.

Let xi ÞÑ`1 be the vector x, where its i-th coordinate is replaced with `1. Similarly, define
xi ÞÑ´1. Then, holding all other coordinates constant, one can define the derivative operator
Di : H Ñ R as

Dirf spxq “
fpxi ÞÑ`1q ´ fpxi ÞÑ´1q

2
.

Definition 5 (Coordinate Influence). For f : t´1,`1un Ñ R and i P rns define

Infirf s “
ÿ

SQi

f̂pSq
2 .
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That is the influence of coordinate i on f is the sum of f ’s squared Fourier weights containing
i. One can immediately see that Infirf s “ E rDirf spxq2s. Hence, the influence of input i

should be interpreted as the expected change that it makes on the function f .

Next, we explain what it means for a function F : t´1,`1un Ñ R to be invariant. For
any x not belonging to the hypercube, we identify F pxq by the evaluation of its Fourier
representation at x. Hence, with some abuse of notation one can extend the domain of F to
the entire Rn.

Let x “ px1, . . . , xnq and z “ pz1, . . . , znq be two vectors with i.i.d. elements, such that
their first few moments match, namely Erxis “ Erx3

i s “ Erzis “ Erz3i s “ 0, Erx2
i s “ Erz2i s “ 1

for all i P rns, and the fourth moment is finite. For example, x can be drawn uniformly from
the hypercube t´1,`1un and z from the n-dimensional standard Gaussian distribution on
Rn. Suppose the previously mentioned function F has small influence with respect to all of
its input coordinates, that is there is no single coordinate that can determine the outcome
with high probability.9 Then, the invariance principle claims that for any sufficiently smooth
function Ψ : R Ñ R, as n Ñ 8 one has

ˇ

ˇ

ˇ
E

“

Ψ
`

F pxq
˘‰

´ E
“

Ψ
`

F pzq
˘‰

ˇ

ˇ

ˇ
“ op1q . (B.3)

The approximation error op1q becomes uniform over all F ’s, that put vanishingly small
influence on every single coordinate.

B.4 Proof Sketch

The reader should now have good senses on how to put the previous two ideas together
and reach to the conclusion. First, observe that in our setup, where f is supposed to be
an anonymous SCF, the small influence condition automatically holds, because f treats
all its input coordinates symmetrically, thus one can safely apply the invariance principle.
Second, equation (B.1) hints at choosing Ψ to be the quadratic function, i.e., t ÞÑ t2—that is
“sufficiently smooth”—and to assign F pxq “ T?

1´2δfpxq. Then, the invariance principle in
equation (B.3) implies that

ˇ

ˇ

ˇ

ˇ

ˇ

E
”

`

T?
1´2δfpxq

˘2
ı

´ E
”

`

T?
1´2δfpzq

˘2
ı

ˇ

ˇ

ˇ

ˇ

ˇ

“ op1q .

9Observe that we intentionally state these results qualitatively, as their quantitative versions require many
approximation steps, which are carried out in Mossel et al. (2010).
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Third, the Gaussian noise stability is upper bounded by the Borell’s isoperimetric inequality
in equation (B.2). Hence, the previous equation implies that for every anonymous SCF f :

Stabδrf s “ E
”

`

T?
1´2δfpxq

˘2
ı

ď Φ1´2δ

`

Φ´1
pErf sq

˘

` op1q ,

thereby verifying the claim of Lemma 3.
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